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SUMMARY

Both explicit and implicit measures of situation awareness (SA)

were evaluated in a series of experiments in order to assess their

reliability and two kinds of validity: criterion and construct. In

all of the experiments, subjects performed a simulated combat task in

which they had to monitor the positions of enemy, friendly, and
neutral objects. In addition, subjects had to attack and defend

themselves against enemy objects. A memory probe procedure was usei
to explicitly assess two components of SA: location and iuenLity

awareness. In addition, a signal detection analysis was used to
provide an implicit measure of SA. Test-retest correlations indicated
that the location awareness measure was much less reliable that the

others. Criterion validity was evaluated by correlating the SA
measures with probability of a kill in the combat task. Although the
SA metrics seemed to be fairly good predictors of kill probability,
the best predictor was a measure of behavioral workload. Predictions
of multiple resource theory were used to evaluate construct validity.
In particilar, it was predicted that difficulty in maintaining
identity awareness would not affect location awareness, and this

prediction was largely supported. Nevertheless, other aspects of the
data seemed to contradict current versions of multiple resource

theory.
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INTRODUCTION

Situation awareness (SA) refers to military operators' knowledge
of their immediate tactical situation. Clausewitz (1832/1984) pointed
to the importance of SA when he wrote that the "difficulty of accurate
recognition constitutes one of the most serious sources of friction in
war, by making things appear entirely different from what one had
expected" (p. 117). Poor awareness of the tactical situation
generally leads to surprise and, as Clausewitz observed, surprise is
one of the principal means by which one side or the other gains the
advantage in war (p. 198). Thus, maintaining ones own SA while
depriving the enemy of his is a necessary condition for victory in
war.

Because of the centrality of SA to combat operations, the Air
Force has invested considerable effort in improving operator SA
through improved command, control, and communication systems, better
cockpit displays, and more effective pilot training. In addition,
efforts to develop "SA countermeasures"--intended to inflict poor SA
on the enemy--are presumably also underway. In order to evaluate the
success of these efforts, measures of operator SA are needed. The
present series of experiments was intended to begin addressing this
need. Two classes of measures were examined: explicit and implicit.
These two classes are first described in general, and then criteria
against which the measures may be evaluated are outlined. Following
this general discussion, the specific issues and measures examined in
the present experiments are described.

Explicit and Implicit Measures of SA

The distinction between explicit and implicit measures comes from

a distinction made by some psychologists between explicit and implicit
forms of memory (see Roediger, 1990). Explicit measures require
people to self-report material in memory of which they are consciously
aware. As a result, such measures are considered subjective in nature
but should be distinguished from subjective rating measures, which
involve assignment of numerical values to the quality of the content
of awareness. Unlike explicit measures, implicit measures do not rely
on self-reports of awareness; rather, such measures are derived from
task performance. Specifically, SA is inferred from the influence of
prior events on task performance (e.g., evading an attacking aircraft,
locking on to an enemy target). Thus, implicit measures may be
considered objective rather than subjective in nature.

Explicit Measures

If SA is regarded as the information immediately available in
conscious awareness, then explicit measures are the most direct way of
assessing SA. Two types of explicit measurement methods can be
identified: retrospective event recall (e.g., Kibby, 1988; Whitaker
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and Klein, 1988) and concurrent memory probes (Endsley, 1988, 1989).
In retrospective measures, operators perform a mission first and then
recall facts about the mission afterwards. Perhaps the most serious
challenge to this approach is the possibility of false memories. A
growing body of research shows that as the time between an event and
its recall increases, people become more likely to recall "facts"
about the event that in fact are not true (Loftus, 1979; Loftus and
Loftus, 1980). These false recollections appear to be otherwise
reasonable inferences drawn from information that people are still
able to remember (Carr, 1986). Because progressively more information
is forgotten as time goes on, such false inferences increase in

frequency as the event becomes more distant. Thus, retrospective
recall seems as likely to measure what operators can infer may have
happened as what they can remember having actually happened.

To avoid problems such as false recollection, Endsley (1988,

1989) has suggested the use of what may be called concurrent memory
probes. In her approach, memory is probed closer to the time specific
events actually occur--during the mission rather than afterwards.
Other investigators have also used memory probes to assess SA,
including Marshak, Kuperman, Ramsey, and Wilson (1987), Venturino and
Kunze (1989), and Wells, Venturino, and Osgood (1988). The basic idea
in most of these implementations is to freeze a simulated mission
after some random interval of time, blank the pilot's displays, and
ask the pilots to recall certain items of information, such as the
locations of particular aircraft. SA is then quantified as the
pilot's error in responding to these queries.

Perhaps the major disadvantage of memory probes is their
intrusiveness: one must interrupt the pilot in order to administer
the probe. Endsley (1989) provided data suggesting that the
consequences of this intrusion may be less than one might expect, but
the fact of the intrusion should not be lightly dismissed.

Implicit Measures

Perhaps because explicit measures have clear liabilities, some
researchers have focused on developing implicit alternatives (Eubanks
and Killeen, 1983; Venturino, Hamilton, and Dvorchak, 1989). In
implicit measurement, the goal is to determine whether pilots' mission
performance has been influenced appropriately by the occurrence of
specific events. The most straightforward approach uses signal
detection theory to derive an SA metric (Eubanks and Killeen, 1983).

Suppose that event X occurs. If pilots are aware of the event's
occurrence, then they should respond in one way (a "hit"); but if
pilots are unaware that the event occurred, then they should respond
in a clearly different way ("miss"). Unfortunately, the
interpretation of hits and misses is always complicated by response
bias. For example, pilots may be biased to attack other aircraft when

2



they are unsure whether the aircraft is friend or foe. In order to
identify and correct for such bias, it is necessary to also measure
false alarms (responding as if the event occurred when it did not) and
correct rejections (not responding when the event did not occur).
Once these four types of responses have been identified and counted
over the course of a mission, there are several methods available for
computing the pilots' ability to discriminate occurrence from non-
occurrence of the target event, referred to as sensitivity (Macmillan
and Creelman, 1990). Because sensitivity declines if pilots are
unaware of events occurring and increases if they are so aware, the
measure provides both an empirical and an intuitively reasonable
measure of awareness for a particular kind of event (cf., Hawkins et
al., 1990).

Any discrete measure of performance can be used to measure
sensitivity providing that target events as well as the responses to
be counted as hits are unambiguously defined; that is, the presence
and absence of both are clear and countable. In meeting this
condition, the main challenge may often be to find response measures
that react to the events of interest. Fortunately, for some kinds of
events, appropriate measures are not hard to find. Eubanks and
Killeen (1983) were interested in whether novice F-4E pilots would
detect the entry of enemy targets into their weapon envelope. Hits,
misses, false alarms, and correct rejections were defined in terms of
whether or not there was an enemy in the envelope, and whether or not
pilots fired the weapon.

Evaluation of Expiicit and Implicit SA Metrics

The two principle criteria by which SA metrics should be
evaluated are their reliability and validity. Additional criteria
such as ease of use and operator acceptance should be considered only
when choosing between two or more metrics that are approximately
equally reliable and valid. Reliability concerns whether a metric
will remain consistent if the same quantity is measured at different
times under the same conditions. Validity mainly concerns whether the
metric actually measures what it is supposed to measure. Both are
important. On one hand, the validity of a measure is limited by its
reliability. On the ot.ner, there is nothing to prevent a highly
reliable metric from being invalid. For example, measuring the length
of pilots' feet is likely to provide highly reliable but completely
invalid assessments of their skill in combat.

Reliability

Reliability theory revolves around the concept of a true score,
defined as the outcome of all the factors that influence the attribute
being measured. Concerning SA, these factors might include
characteristics of human operators such as their natural intelligence,
training, and experience, as well as characteristics of the
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environment such as the availability and formatting of relevant
information. Any given measure, X, of the attrihute is then said to
be the sum of the true score, T, and some random error in the
measurement, e. The variability of X, then, is the variability of the
sum (T + e). Assuming that T and e are uncorrelated, this variability
can be re-expressed as the sum of Var(T) and Var(e), denoting the
variabilities of T and e, respectively. The reliability, or
consistency, of a measure may be defined as the following ratio:
Var(T) / [VartT) + Var(e)]. Reliability improves as variability due to
measurement error declines. Conversely, any factor that increases
measurement error reduces reliability (for extended discussions, see
Allen and Yen, 1982; Gulliksen, 1950; Lord and Novick, 1968; Murphy
and Davidshofer, 1991).

Reliability can be estimated using test-retest, alternate forms,
split-half, and internal consistency methods. Test-retest methods
require collecting the same measure from the same people under Lhe

same conditions at different times. Assuming that the measured
attribute does not ch.-ange over time and that the first measurement

does not influence the second, the correlation between the two
measurements is a direct estimate of the measure's reliability. In
alternate forms methods, two alternate versions of the same
measurement technique are used on the same people and compared.

Reliability is then estimated by the correlation between the two
versions. Split-half methods are appropriate when a measure is
aggregated from several response samples, referred to as items.

Essentially, the set of items are divided 4-n half and the correlation
between the two halves is determined. Internal consistency methods
estimate reliability from the intercorrelations among all of the items

contributing to a measure.

The easiest way to improve the reliability of a measure is to
increase the number of observations that contribute to the measure.
If the observations are added together to form a composite score, then
the sum will be at least as reliable as the least reliable
observation. Further, if the observations are correlated, then the
reliability of their sum will increase (1) as the number of
observations increases and (2) as the correlations among observations
are strengthened. Thus, a good way to improve the reliability of a
measure is to obtain a larger number of correlated observations and
use their sum (or average) as the measure.

In contrast to composite scores (sums or averages), profile
scores decrease in reliability as the correlations among observations
increase. P. ofile scores are measures of how one variable differs
from another. For example, one might measure pilots' awareness of the

locations of enemy aircraft, enemy surface-to-air missiles, and enemy
tanks. Some pilots might have good awareness for aircraft locations
but poor awareness for missiles and tanks. Other pilots might have
poor awareness for aircraft but good awareness for missiles and tanks.
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Thus, looking at SA profiles might reveal specific weaknesses in SA
for specific ptlots. Comparing profiles is essentially equivalent to.
comparing differences between variables (e.g., SA for aircraft versus
SA for tanks). If two variables are correlated, then they tena to
reflect the same true score. Thus, subtracting one from the o':her
will tend to leave only the random error. As a result, differences
between correlated variables will tend to be highly unreliatie.
general, then, profile scores should be avoided. When possible,

composite scores should be used instead.

Validity

Validity is nct a simple concept. At least three t~pes of
validity may be identified: content, criterion, and construct.

Content validity. Content validity refers to the degree thaý t*;%:
knowledge or behaviors assessed by a metric represent t.,e knuw~edie €7.

task domain being measured. Assessing content validity usually
involves analyzing the specific knowledge or behaviors relevant tC t:_..
domain and rendering a judgment as to whether the sampled kncwledgýe
behaviors are in fact representative. In SA measurement, estabil shon
content validity first requires analyzing a given military task -n
order to determine what kinds of information the operatcr needs to
know. This information, once determined, can then be compared to the
information sampled by the SA metric. C-ntent validity would be
considered high if all important kinds of information in the domain--
and no .rrelevant domains of information--are sampled by the metric.

Criterion validity. Criterion validity refers to the degree of
correlation between the metric and some objective measure that couldJ
be used to evaluate the accuracy of a decision based upon the metric.
For example, if the SA metric is to be used -o select one of several
competing cockpit designs for a n0w fighter aircraft, the criterion
might be success in combat.

Establishing criterion validity is usually complicated by the
fact that many factors may contribute to the criterior measure.
Combat success, for instance, depends not only upon ac'urate SA but
also upon wise decision making and effective response executiun.
While wise decisions and effective responses are dependent upor
accurate SA, possessing the latter is no guarantee that the others
will follow. Thus, an otherwise valid measure of SA might appear poor

if it is tested on operators who make poor decision- or unskilled
responses. This observation implies a dilemma in establishing the
criterion validity of SA metrics. If inexperienced or only cartiall:
trained operators aice incladed in the study, the correlation between
measured SA and the cri erion may appear low for reasons that have
nothing to do with the SA metric itself. On the other hand, if only

experienced and highly trained operators are included, a high
correlation may be precluded for purely statistical reasons
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(restriction of range). Paradoxically, then, criterioh validity--
which is often the most important form of validity to the user--may be
the most difficult to establish and hence the least likely to be
assessed.

Construct validity. A construct is some unobservable
psychological attribute such as situation awareness that is
hypothesized to account for some aspect of human behavior. Construct
validity refers to the degree that a measure can quantify this
unobservable psychological attribute. Assessing construct validity
involves identifying (1) human behaviors that are logically related to
the construct in question, (2) other constructs that are either
related or unrelated to the target construct, and (3) behaviors that
are logically related to these new constructs (Murphy & Davidshofer,
1991). One then demonstrates that behaviors related to the construct
(a) behave as they are supposed to, (b) associate with other related
behaviors, and (c) dissociate from behaviors unrelated to the
construct. Because statements of the relationship between specific
behaviors and a given construct are theoretical in nature, tests of
construct validity may also be viewed as tests of the underlying
theory. Consequently, failures to establish construct validity are
invariably ambiguous. Such failures may mean that the measure is
invalid, or that the underlying theory is incorrect. If tests of
several alternative measures within the same theoretical framework all
fail to establish their construct validity, then one may conclude that
the underlying theory is at least not very useful.

The Present Experiments

The present set of experiments were intended to evaluate the
reliability, criterion validity, and construct validity of memcry
probe (explicit) and envelope sensitivity (implicit) measures of SA.
In order to conduct this evaluation, a laboratory task was devised to
simulate certain aspects of combat. In this task, subjects monitored
the spatial locations of several moving objects, each having a unique
shape. Some of the objects were red (enemies), some were blue
(friendlies), and some were gray (neutrals). In addition to
monitoring object locations, subjects had control over one of the
friendltes and had to use it to destroy enemies before being destroyed
themselves. Subjects' performance in detecting and attacking enemies
within their weapon envelope was assessed using the envelope
sensitivity metric (computation is described in the Results section).

SA needed to perform the combat task successfully can be analyzed
into at least two components: (1) keeping track of object locations
and (2) observing each object's identity. Memory probes were used to
assess subjects' SA for these two components separately.
Periodically, the combat task would freeze and one of the objects
would disappear from the screen. The missing object reappeared in a
box at the bottom of the screen without its color. Subjects were
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required either to show where the missing object had been located

(location probe) or to indicate its identity (identity probe).

Reliability was evaluated by having subjects perform under the

same experimental conditions on two consecutive days and obtaining the

correlation between sessions within each experimental condition.
Thus, test-retest correlations were obtained. Criterion validity was

evaluated by determining the probability of a kill in the combat task

and then obtaining its correlation with each SA metric.

In order to evaluate construct validity, predictions were

generated from two hypotheses. First, object locations and identities
were hypothesized to be maintained in separate working memories:

locations in a spatial memory and identities in a verbal memory (cf.,
Baddeley, 1986; Schneider and Detweiler, 1987). Second, thece two

wcrkinq memories were hypothesized to have separate processing

rescu~ces, so that increasing processing difficulty in one would have

nr effect on the other (Wickens, 1980, 1990; see also Friedman &

?olbon, 1981; Wickens & Liu, 1988; Wickens, Sandry, & Vidulich, 1983).

In order to test these hypotheses, both Experiments 1 and 2
manipulated the difficulty of remembering objects' identities by

causing the objects to change identities several times during a trial.

As objects successively changed identities, it was expected that their

previous identities would interfere with the new ones, thereby
increasing the effort needed to maintain these identities in memory.

This identity inconsistency was therefore expected to degrade

performance on identity probes but not location probes.

A further test of the hypotheses involved manipulating the

intensity of the combat task by increasing the number of enemy objects

(the number of neutrals simultaneously decreased so that the total

number of objects remained constant). Increasing combat intensity was

expected to increase the resource demands of the combat task,

affecting both spatial and verbal proc,-3ses. Thus, both location and

identity probes were expected to be affected. Importantly, an

interaction between combat intensity and identity inconsistency was

expected in probes of identity. Because increasing the intensity

should overtax the available resources, fewer resources could be

allocated to coping with interference caused by identity

inconsistency. Thus, inconsistency was expected to have a larger

detrimental impact on identity probe performance when combat intensity

increased.

While the above hypotheses pertain directly to the explicit

memory probe measures, they also lead indirectly to predictions

regarding envelope sensitivity as well. Specifically, envelope

sensitivity should be influenced by both identity and location

awareness: i.e., whether the subjects' know which objects are hostile

and where those objects are located. Therefore, it was predicted that

envelope sensitivity would be affected by both combat intensity and
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identity inconsistency, showing the same interaction predicted for
identity probes.

As in any test of construct validity, failures of the SA measures
to behave as predicted would be ambiguous: the SA metrics might be
invalid, the manipulations might not have been successful, or the
underlying theory might be incorrect. To help reduce this ambiguity,
a "secondary" task was embedded within the combat task. Several
"danger" zones were placed throughout the combat area which subjects
were instructed to avoid; failure to avoid these regions resulted in

their "destruction" and a loss of points. If manipulation of combat
task intensity increased resource demand, then subjects were expezted
to meet the increased demand by reallocating resources away from the
embedded avoidance task; the frequency of avoidance failures was thus
expected to increase. At the same time, because the avoidance task

primarily involves spatial processing, avoidance failures should not
be affected by increases in verbal processing difficulty. Therefore,
identity inconsistency was not expected to affect avoidance failure

frequency.

Experiments 2 and 3 contained additional tests of the hypothesis
that location and identity probes tapped into separate working
memories which can be characterized as spatial and verbal,
respectively. One alternative is that the resources used by location
and identity probes are indeed separate but are not accurately
described as spatial and verbal. Another alternative is that all
components of task performance and SA draw upon a common, single

processing resource (cf., Kahneman, 1973; Kantowitz, 1985). In
Experiment 2, subjects performed a running memory task concurrently
with the combat task. For some subjects, the memory items were

letters of the alphabet; for others, the items were the locations of a
randomly moving cursor. Of course, the perceptual demands of
attending to an additional task might interfere with other tasks
regardless of whether the same central resources are used. Therefore,
the variable of interest was the number of items that had to be
remembered in the memory task (setsize), not simply whether the memory
task had to be performed. If location and identity resources are
separate and correctly characterized as spatial and verbal, then
letter task setsize should affect identity but not location probe
performance while spatial task setsize should affect only location

probe performance.

In Experiment 3, subjects performed the two kinds of running
memory tasks simultaneously in order to explicitly test the hypothesis
that verbal and spatial resources are indeed separate. If they are
separate, then performance on one memory task should not be influenced
by setsize in the other memory task. If one memory task is effected
by the other task's setsize, then it would seem likely that they share
a common working memory.

8



As a further evaluation of construct validity, the correlations
among location error, identity accuracy, and envelope sensitivity were
obtained. If location error and identity accuracy measure different
components of SA and are supported by independent processing
resources, then they should be uncorrelated with each other. On the

other hand, envelope sensitivity was expected to be correlated with
both location error and identity accuracy.

METHOD

All Experiments

Subjects. In all experiments, the subjects were paid volunteers

from the Wright State University community. Eight subjects
participated in Experiment 1, 24 subjects participated in Experiment
2, and 9 subjects participated in Experiment 3. All subjects had
normal color vision.

Tasks. Subjects performed the combat task in each experiment and
also responded to both location and identity probes. Subjects in
Experiments 2 and 3 also performed one or two additional running
memory tasks. These tasks are described below.

Experiment 1

Combat task. The display for the combat task is shown in Figure
1. The playing area was outlined by a large cyan colored box
measuring 24.4 x 16.5 cm on a black background. Immediately below the
playing area was a smaller box used for the location and identity
probes; this box measured 2.5 x 2.5 cm. Distributed throughout the
playing area were five dark gray 2.5 x 2.5 cm rectangular regions
whose purpose is described in a later paragraph. Seven uniquely-
shaped objects appeared within the playing area. The various shapes
may be examined in Figure 1. All but the cross-hair shaped object
were approximately 1.3 x 1.3 cm in size; the cross-hair shaped object
was slightly larger, measuring 1.9 x 1.9 cm. Because subjects viewed
the display from a distance of about 60 cm, the cross-haired object
subtended about 1.8 degrees of visual angle; the remaining objects
subtended about 1.2 degrees. Objects were colored red, blue, or light
gray. Light gray objects were still clearly visible when overlaying
the dark gray rectangular regions.

Subjects controlled the cross-hair shaped object. The remaining

six objects were computer-controlled. One of the six objects was
colored blue (as was the subject's) and was designated as "friendly."
The other objects were either red, designated as "enemies," or gray,
designated as "neutrals." The subject's task was to destroy red
objects. This was done by using a joystick to move the cross-hair
object close to a red object and pressing the joystick's fire button.
Each red object bid an imaginary envelope surrounding it within which

9
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it could be destroyed. This envelope extended approximately two
degrees of visual angle in all directions from the center of the
object. Once the subject entered into this envelope, he or she had
500 milliseconds in which to destroy the red object. If the subject
failed to destroy the red object during this period, then the
subject's object was destroyed. The friendly object also attacked red
objects; whether it or the red object was destroyed was randomly
determined. Whenever any object was destroyed, it exploded (with an
appropriate sound effect) and then reappeared at some random location
on the screen.

How objects moved depended upon their color. Red objects always
moved in a straight line towards the nearest blue object. The
direction of movement was continuously recalculated. The computer-
controlled blue object always moved in a straight line towards the
nearest red object. Gray objects moved about randomly. These

movement strategies, coupled with the subject's requirement to attack
red objects, caused red objects to be nearest to the subject's object
while gray objects were generally furthest away. As a result, red

objects were most likely to be within the subject's field of attention
while gray objects were the least likely.

The five rectangular regions shown in Figure 1 were stationary
"death zones": if the subject's object came into contact with one of

these, it was destroyed and randomly relocated. Subjects were
instructed to avoid these death zones. These death zones were created
in order to prevent subjects from adopting a strategy of sitting still
while red objects came to them. (A pilot study had shown that
subjects would adopt this strategy if allowed to do so, presumably in
order to make the task easier to perform.) If subjects did adopt
this strategy, the computer immediately began moving their cross-bair
in a straight line towards the nearest death zone.

Three measures were derived from combat task performance: kill
probability, envelope sensitivity, and avoidance failures. In order
to compute the first two measures, the following data were collected:
the number of times subjects destroyed a red object ("hits"), the
number of times subjects were themselves destroyed by red objects
("misses"), the number of times subjects fired when no red objects
were close enough to be destroyed ("false alarms"), and the number of

cycles in the computer program during which the fire button was not
pressed and no red objects were close enough to be destroyed ("correct
rejections"). Kill probability was defined as the the number of hits
divided by the sum of hits and misses. Envelope sensitivity was
computed as A' from kill probability and the false alarm rate
(Pollack and Norman, 1964; see also Craig, 1979; Macmillan and
Creelman, 1990). Finally, avoidance failures were measured simply as
the number of times subjects ran into a death zone and were destroyed.
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In addition to the preceding measures, the number of times
subjects inadvertently destroyed friendly and neutral objects was also
counted. Because the number of these "friendly fire accidents" was
virtually zero, they will not be discussed further.

Duration of a combat task trial was 180 s plus the time needed to
perform the location and identity probes. These two tasks were
performed during interruptions which were not counted against the 180
s duration. The duration of the combat task between interruptions
varied randomly between 10 s and 50 a with an average duration of 30
s. As a result, subjects could not predict exactly when an
interruption would occur.

Location probe. Each combat task trial was interrupted six
times, once for each of the six objects. At the moment of the
interrupt, the task froze and all of the objects turned white so that
their colors were no longer available to the subject. Simultaneously,
one of the objects disappeared and then reappeared in the box at the
bottom of the screen shown in Figure 1. Subjects used the joystick to
move the object back to its correct location. Subjects moved the
object in two phases: a rapid- movement phase and a precision-
movement phase. During the rapid- movement phase, the joystick moved
the object across the screen quickly but allowed only gross control
over its location. When the subject pressed the fire button once, the
precision-movement phase began. Now the joystick moved the object
slowly but gave subject's control over the object's exact position on
the screen. The color of the border surrounding the screen changed
from one phase to the next so that subjects could tell which phase the
joystick was in. Subjects were allowed unlimited time in order to
position the object. When the subject pressed the firebutton a second
time, the position of the tested object was recorded. Immediately,
the object automatically returned to its correct location. The
program then paused for 2 s so that the subject could note the
object's correct location.

The subject's error in performing the location probe was
calculated as the Euclidean distance in pixels between the subject's
placement of the object and its correct location. Later, this
distance was converted to degrees of visual angle. The recorded

location errors were then averaged in two ways: first, a global
average across all location probes was obtained, referred to as
"average location error"; second, location errors were also averaged
by identity. Thus, each combat task trial produced a global average
error as well as separate average errors for friendly, enemy, and
neutral objects.

Identity probe. Like the location probe, the identity probe was
performed six times during interruptions of a combat task trial. The
identity probe began in the same way as the location probe: the
combat task froze, all of the objects turned white, and one of the

11



objects disappeared and then reappeared in the box at the bottom of

the screen. Simultaneously, three letters also appeared above the box

area: F, H, and I, for friendly, enemy (hostile), and neutral
(indifferent). Letters rather than blocks of color were used because

it was thought that subjects might have encoded objects' colors by
their semantic meaning as "friend," "enemy," and "neutral." The

letter E was not used for enemy because it was judged too easily
mistaken for F. Similarly, N was not used for neutral because it was
considered confusable with H. The order in which the three letters
appeared from left to right varied randomly from freeze to freeze. An
arrow simultaneously appeared below the middle letter. Subjects used

the joystick to move the arrow to the letter representing the object's

identity and then pressed the firebutton. One of two tones then
sounded to indicate to the subject whether his response was correct.

Two measures of the identity probe performance were taken.

First, the subject's reaction time was recordeýd. Reaction time was
measured from the appearance of the test display to the moment the
subject first deflected the joystick or pressed the firebutton,
whichever came first. This way of measuring reaction time was used

both because it was convenient and because a pilot study had found
this reaction time measure to be useful (it was sensitive to the
number of items to be remembered in a running memory task). Second,
whether the subject's response was correct or incorrect was also
recorded.

Order of location and identity probes. During each freeze, half

the subjects performed the location probe first while the other half

performed the identity probe first.

Number of enemies. On half the trials, there was only one red

object and four gray objects. On the other half, there were three red
objects and only two gray objects. There were always two blue

objects, one controlled by the subject and one controlled by the
computer. As a result, a total of seven objects were always displayed
on the screen.

Identity consistency. Identities were always assigned at random

to the six computer-controlled objects at the beginning of every

combat task trial, with the constraint that the appropriate numbers of

objects be friend, enemy, and neutral. On half the trials, this

assignment of identities remained intact for the full trial. On the

other half, identities were randomly reassigned at six times during

the trial.

The timing of identity reassignments is shown in Figure 2. These

reassignments always occurred midway into the inter-freeze intervals
during which subjects performed the combat task. For example, if the

first freeze occurred 10 s into the combat task, the first
reassignment occurred 5 s into the task. If the second freeze came 50

12
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S after the end of the first, then the second color reassignment
occurred 25 s into the second interval. There was a slight risk that
this timing would cue the subjezt as to when the next freeze would
occur, but the risk seemed outweighed by the need to control the time
each object was assigned to successive colors. In any event, the
average duration of a color assignment was 30 seconds. Further, at
the occurrence of a freeze, an object had always been assigned its new
identity for less time than it had been assigned its previous identity

(see Figure 2).

Procedure. All subjects performed in all four experimental
conditions formed by the factorial combination of the enemy number and
identity consistency manipulations. Subjects were tested one at a
time in each of three sessions conducted on different days. The first
session was a practice day intended to familiarize subjects with the
tasks and each of the four experimental conditions. During this

practice session, subjects began with the easiest condition (one
enemy, consistent identities) and progressed to the most difficult
(three enemies, inconsistent identities). The two conditions with one
enemy were performed first. Data from this session were not analyzed.

Sessions 2 and 3 were the data collection sessions. Reliability
coefficients were determined by obtaining correlations between these
two sessions. Subjects performed in two replications of each of the
four conditions in a counterbalanced order determined an 8 x 8 Latin
square.

Experiment 2

In addition to the task and probes of Experiment 1, subjects in
Experiment 2 also performed a memory task. For half the subjects, the
memory stimuli were letters of the alphabet. For the other half, the
stimuli were spatial locations of a randomly moving object.

Memory stimuli. For the verbal memory task, the stimuli were the
following nine upper case letters: B, E, G, L, R, S, U, X, and Z.
For the epatial memory task, the stimulus was a large white cross-
hair. The cross-hair was identical to the subject- controlled cross-
hair used in the combat task except that it was (1) white rather than
blue and (2) twice the size in both height and width subtending 3.6
rather than 1.8 degrees of visual angle. Because of the difference in
color and size, the white cross-hair was not confusable with the
subject-controlled blue cross-hair.

Procedure. At the beginning of combat task trial, a memory
stimulus appeared on the screen. Verbal stimuli appeared in the box
centered below the combat task playing area (see Figure 1). Each
letter appeared for 2 s and then was replaced by the next letter. The
2 s duration was intended to give subjects enough time to orient to
the letter before it disappeared. In order to alert the subject to
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the fact that a new letter had appeared, a short beep souided each

time a new letter %as displayed. In additional to this auditory cue,
two visual cues were also provided. First, successive letters

alternated between positions slightly to the right and left of the
center of the box. This small movement was expected to be detectable
by peripheral vision enabling the subject to momentarily orient
attention to the letter in order to encode and remember it. Second,
the letters also alternated in color between green and yellow. These
auditory and visual cues were intended to help subjects manage the
visual attentional rquirements of the verbal memory task.

Timing and cuing of the spatial stimuli were similar. The large
white cross-hair initially appeared at a random location and remained
there for 2 s. Then the cross-hair jumped to a new random location
anywhere within the combat task playing area, where it remained for 2
s. Each jump of the cross-hair coincided with a short beep indicating
that the cross-hair had moved. A major difference between the verbal
and spatial memory tasks was that the subjects had to search for the
white cross-hair (because its movement was unpredictable) whereas they
did not have to search for verbal memory stimuli (which always
appeared in the box). Coloring the cross-hair white against the black
background of the playing area, and making the cross-hair twice the
size of any other object on the screen, were intended to reduce the
importance of this difference. It was expected that the large white
cross-hair would easily attract attention and so be easy to find.

In both memory tasks, new stimuli continued to appear every 2 s
as long as there were at least 2 s left before an interruption of the
combat task. If less than 2 s remained, the last stimulus disappeared
and was not replaced. Because the interval between interruptions
varied randomly by 10 and 50 s in duration, the number of stimuli
presented in a sequence varied from 5 to 25. Thus, subjects could
safely ignore the first three stimuli in the sequence (although they
were not told this). From the fourth (or fifth) stimulus on, the

interruption could occur at any time so subjects had to continuously
update their memory of the one or two most recent stimuli, depending
on the memory load condition. As the number of stimuli in the
sequence increased, interference from previous stimuli was expected to

increase. This interference may explain why pilot subjects were
unable to remember more than two stimuli in this task.

When an interruption occurred, subjects not only performed the

location and identity probes, but were also tested on the memory task.
The order of these three events within an interruption was counter-
balanced across subjects within each session. A given subject always
received the same order in a session, but the same subject received
different orders in different sessions.

The spatial memory test procedure was similar to that used in the
location probe. First, the white cross-hair appeared in the box at
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the bottom of the screen. Simultaneously, a message appeared to the
left of the box asking the subject to recall either the last or second
to last location. Subjects then used the joystick to move the cross-
hair to its tested location in the same manner as in the object
location probe. Error was calculated as the Euclidean distance
between the correct location and the subject's placement of the cross-
hair.

The verbal memory test was similar to the identity probe. All
nine letters appeared in a row near the bottom of the playing area
with an arrow below the row pointing up to the middle letter.
Subjects then used the joystick to select the correct letter.
Reaction time and accuracy were computed in the same way as in the
identity probe.

When subjects had to remember the two most recent stimuli,

subjects were instructed to recall either the last or the second to
last location or letter. Whether the last or second to last stimulus
was requested was randomly determined. Thus, subjects had to have
both stimuli available in memory because they could not predict which
one they would be asked to retrieve.

Whether the memory loading task was verbal or spatial was the
only between subject variable. Thus, each subject performed in all 12
experimental conditions formed by the factorial combination of memory
load (0, 1, or 2 items), enemy number (I or 3), and identity
consistency (consistent or inconsistent). The order in which subjects
received these 12 conditions was counterbalanced across subjects
within sessions two and three using a different Latin square for each
session. Subjects received each experimental condition only once
during a session.

Experiment 3

Experiment 3 differed from previous experiments in two ways.
First, subjects performed the verbal and spatial memory tasks
simultaneously. Second, enemy number and identity consistency were
not manipulated; rather, there were always three enemies and
identities were always inconsistent.

The verbal and spatial memory tasks were identical to those in
the second experiment except that subjects sometimes performed the two
together. There were nine experimental conditions formed by the
factorial combinations of three load levels for each memory task: 0,
1, and 2. When both memory loads were zero, subjects performed the
combat, color, and location probes alone. When the load for one
memory task was zero and the other non-zero, then only one memory task
was performed.
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Procedure. Subjects again participated in three sessions. TL'Ž
first session was practice only. Data were collected in sessions
and three. Each subject participated in all nine experimental
conditions. The order in which subjects received the nine o r
was counter-balanced using a Latin square. During th? freezes, ' r.c
order in which subjects responded to the location, color, andr
memory task probes (if appropriate) was random.

Apparatus. All three experiments were controlled by a c_- :
128 computer using a Commodore 1702 composite color monitcr
resolution of 320 by 200 pixels. Subjects controlled Lhe crs- - .

object with a standard digital, two-dimensional joystick. A
firebutton mounted on the top of the joystick allowed subjects tc.

at red objects. The same joystick was used for the location and

identity probes.

RESULTS

The results are reported under three major headings:

reliability, criterion validity, and construct validity. Only
Experiments 1 and 2 were used to evaluate reliability and criterion
validity. For this evaluation, data from Experiment 1 was combined
with data from the four Experiment 2 conditions in which the running
memory task was omitted. Thus, data from a total of 32 subjects were
used to evaluate reliability and criterion validity in the four
experimental conditions common to both experiments. Results of the
experimental manipulations themselves for the three individual
experiments are reported under the heading of construct validity.

Reliability

Between-session test-retest correlations for the SA metrics are
displayed in Table 1. These are the correlations between sessions 2
and 3 for average location error, identity probe accuracy, identity
probe response latency, and envelope sensitivity. (Correlations for
the separate location errors by object identity were also obtained but
did not differ appreciably from those for the global average reported
here.) In addition, reliabilities for the measures of kill
probability and avoidance failures are also shown. Pearson's product-
moment correlations (r) were first computed individually for each of
the four experimental conditions and then transformed to Fisher's z.
The transformed correlations were Chen averaged across experimental
conditions, and the obtained mean was back-transformed to Pearson's r.
Statistical significance of the averaged correlations were tested
using the procedure described by Dunlap, Silver, and Bittner (1936).

Beýcause the correlations were all expected to be positive, ore-tailed
tests were used.
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Table 1. Between-session test-retest correiations (Prcb.bL: 2, o!
Fisher's z; N = 32).

Location Identity Enve! ope
Error Accuracy Latency Sensit t

Between-Session .13 .49 .54 .42
(N=32, Exp 1 & 2) (ns) (.01) (.005) {.025)

Kill Avoidance
Probability Failure

Between-Session .48 .26
(N=32, Exp 1 & 2) (.01) (.10)

Location errors were completely unreliable as is evidentron the-
poor between-session correlations. In contrast, envclope sens~t~v~<;
and both identity probe accuracy and latency produced test-retest
correlations in the .4 to .5 range. Althr'-- statistically
significant, these reliability coeffict-. - -y stiil be unacceptably
low: they indicate that error a cnts for half or more of the
observed variability in the ým metrics (Murphy and Davidshofer, ]99>.

One reason the reliawilit: .- ie's are important is because
their square roots present theoretical upper limits to the validity.
coefficients that can be obtained (Allen and Yen, 1979).
Specifically, the correlation between an SA metric and a another
measure can not exceed the square root of the product of the two
reliabilities. For example, the theoretical maximum correlation
between identity probe latency and kill probability is the square root
of .54 x .48, or .51.

Criterion Validity

Correlations of the SA metrics with the criterion measure of k~1.

probability are shown in the second row of Table 2 (the first row
shows the theoretical upper limit of these correlations derived froi.
the appropriate reliabilities--with the predicted sign of correlation
added later). Note that correlations for envelope sensitivity are not
shown because kill probability contributed to its computation; thuc,
the high correlation between these two variables is uninformative.
Each correlation represents the average ot eight individual
correlations, one from each of the four conditions in each of the two
test sessions. Again, Dunlap et al.'s (1986) procedure was used to
test the statistical significance of the mean correlation. One-tailed
tests were conducted because the sign of each correlation was

predicted in advance of the experiment (e.g., if location error
aeclined, then kill probability was expected to improve).
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As can be seen, all the correlation coefficients were in the

predicted direction as indicated by the sign of theoretical upper
limit. Nevertheless, only the correlation between identity probe

latency and kill probability achieved statistical significance:

slower identity probe responses were associated with poorer kill

probabilities. Note, however, that the obtained correlation is well

below the theoretical limit and that the two measures had only about

eight percent of their variance in common.

Table 2. Theoretical upper limits (signs added) and observed

correlations between SA metrics and kill probability (N = 32).

Location Identity Envelope
Error Accuracy Latency Sensitivity

Theoretical Limit .25 .48 -. 51

Correlation with .02 .10 -. 29

Kill Probability (ns) (ns) (.05)

Construct Validity

Construct validity of the SA metrics was examined in three ways.

First, the average correlation of each metric with avoidance failures
was obtained. Second, the average correlations among the SA metrics

themselves were computed. Third, the detailed results of the three
experiments were analyzed.

SA Metrics and Avoidance Failures

SA has been hypothesized to decline as task difficulty increases.

Because avoidance failures were expected to increase with increasing

difficulty, SA and avoidance should be related. Thus, location errors

and identity probe latency should both have increased (indicating

poorer SA) as avoidance failures increased. At the same time,

envelope sensitivity and identity probe accuracy were expected to

improve as avoidance failures declined. The correlations needed to
test these predictions are shown in the second row of Table 3. The

table also shows the correlation between kill probability and

avoidance failures.
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Table 3. Theoretical upper limits (signs added) and observed
correlations between SA metrics and avoidance failures (N = 32).

Location Identity Envelope Kill
Error Accuracy Latency Sensitivity Probabil•ty

Theoretical Limit .18 -. 36 .37 -. 33 -. 35

Correlation with .10 -.11 .20 -. 39 -. 32
Avoidance Failure (ns) (ns) (.10) (.025) (.025)

While all of the correlations were in the predicted direction,
envelope sensitivity was the only SA metric to achieve a significant
correlation with the avoidance failure measure. Although small, this
correlation was as large as could be expected given the reliabilities
of the measures. Table 3 also shows the correlati'rn between kill
probability and avoidance failures. Again, the correlation achieved

statistical significance and approached its theoretical upper limit.

Correlations Among SA Metrics

If location error, identity probe performance, and envelope
sensitivity all measure a common construct, then they should be
correlated to some degree. On the other hand, the three measurement
procedures could tap into different components of SA. If location
error measures a spatial component while identity probes assess a
verbal component, then those measures should be uncorrelated with each
other. Because envelope sensitivity should reflect both spatial and
verbal components, sensitivity should be correlated with both location
and identity measures. Unfortunately, the extremely low reliability
of location error makes the appearance of either pattern of
correlations unlikely. Nevertheless, the correlations are reported
for completeness.

Table 5 displays the correlations among the SA metrics. These
obtained correlations may be compared to their theoretical upper
limits (given their reliabilities) shown in Table 4.
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Table 4. Theoretical upper limits of the correlations among SA

measures given their reliabilities (signs added to indicate expected
direction of the correlations).

Location Identity
Error Accuracy Latency

Identity -. 25
Accuracy

Identity .26 -. 51
Latency

Envelope -. 23 .45 -. 48
Sensitivity

Table 5. Obtained correlations among SA measures averaged across
sessions and conditions (Probability of Fisher's Z, N = 32).

Location Identity
Error Accuracy Latency

Identity -. 22
Accuracy (.10)

Identity -. 09 -. 28
Latency (ns) (.05)

Envelope -. 09 .20 -. 31
Sensitivity (ns) (ns) (.025)

Relative to its theoretical upper limit, the strongest
correlation obtained was between location error and identity probe
accuracy. On the other hand, the correlation of location error with
identity probe latency was virtually zero. Envelope sensitivity
appeared to be correlated with both identity probe accuracy and
latency although only the correlation with latency was statistically
significant.

Experiment I Results

Prior to analysis, all data for the four experimental conditions
were averaged across the two replications within each session. The

general procedure was to analyze the data in a 2 x 2 x 2 (session by
enemy number by identity consistency) within-subjects multivariate
analysis of variance (MANOVA) treating subjects az a random effect.
If the MANOVA led to rejection of the null hypothesis, then univariate
ANOVAs were carried out on the individual measures.
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The dependent measures were andlyzed in three separate MANOVAs
corresponding to the three tasks. Session had no reliable effect in

any of the analyses and so will not be discussed further.

Combat task. The primary measure of combat task perfcrmance was
envelope sensitivity. Intuitively, this measure indicates subjects'
ability to discriminate whether an enemy object was close enough to be
destroyed. The second measure analyzed was the number of avoidance
failures.

Table 6 displays the envelope sensitivity and avoidance failure
data from the combat task. Only the number of enemy objects had a
reliable effect on these two variables Wilks' Lambda = 0.1i, F(2,6) -
23.16, p < .002. As enemy number increased from one to three,
envelope sensitivity declined (F(l,7) = 11.07, MSe = 0.0006, p < .02)
and avoidance failures increased (F(1,7) = 21.15, MSe = 6.7, p <
.003). Neither the main effect of identity inconsistenc\ nor the
interaction with enemy number was reliable (p's > .4).

Table 6. Combat task data from Experiment 1.

Envelope Avoidance
Sensitivity Failures

1 Enemy
Identity

Consistent .89 4.5
Inconsistent .88 3.5

3 Enemies
Identity

Consistent .87 7.1
Inconsistent .87 6.9

Location probe. Table 7 displays the separate location errors
for enemy, friendly, and neutral objects. Increasing the number of
enemy objects had a reliable effect on these errors, Wilks' Larbda
0.18, F(3,5) = 7.47, p < .03. ine effect on enemy location error was
the most dramatic with increasing enemy number leading to a large
increase in error, F(1,7) = 19.04, MSe = 454.6, p < .004. A smaller
increase observed in neutral location error was only marginally
reliable, F(1,7) = 6.26, MSe = 253.1, p < .05. Friendly location
error was unaffected (p > .8).
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Table 7. Location error (deg of visual angle) from Experiment 1.

Object Identity
Enemy Friend Neutral

1 Enemy
Identity

Consistent 2.4 6.5 6.2

Inconsistent 3.9 5.0 6.6

3 Enemies

Identity
Consistent 5.8 5.2 6.8
Inconsistent 4.9 5.8 7.9

While identity consistency had no main effect on location errors
(p > .4), it did reliably interact with enemy number, Wilks' Lambda

0.12, F(3,5) = 12.35, p < .01). This interaction occurred only in

enemy location error, F(1,7) = 16.16, MSe = 164.9, p < .006. The

interaction was not reliable in either friendly or enemy location
error (p's > .14). From Table 7, it appears that enemy location error

increased due to identity inconsistency when there was only one enemy

object (F(1,7) = 5.9, p < .10) but not when there were three enemy
objects (p > .10).

Identity probe. The reaction time and accuracy of responses in
the identity probe are shown in Table 8. Both main effects and their

interaction were reliable (Enemy Number: Wilks' Lambda = 0.06, F(2,6)
= 47.47, p < .0002; Identity Consistency: Wilks" Lambda = 0.18,

F(2,6) = 13.83, p < .006; Interaction: Wilks' Lambda = 0.34, F(2,6)

5.76, p < .05). When enemy number increased, reaction time increased
(F(1,7) = 1-1.57, MSe = 59919.6, p < .005) and accuracy decreased

(F(1,7) = 53.81, MSe = 115.5, p < .0002). When object colors were

inconsistent, reaction time was not affected (p > .2) but accuracy
decreased, F(1,7) = 24.19, MSe = 139.0, p < .002. The number by

identity consistency interaction was not reliable in the reaction time

data (p > .7) but was in the accuracy data, F(l,7) = 12.81, MSe =
74.5, p < .009). Inspection of Table 8 suggests that the effect of

identity inconsistency on response accuracy was much greater when

there were three enemy objects rather than one. Statistical
comparisons showed no reliable decrease in accuracy when there was

only one enemy object (p > .10), but the decrease was reliable when
there w-re three enemy objects, F(1,7) = 25.9, p < .01.
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Table 8. Identity probe data from Experiment 1.

Reaction Percent
Time (ms) Correct

1 Enemy
Identity

Consistent 1241 93
Inconsistent 1159 86

3 Enemies
Identity

Consistent 1483 81
Inconsistent 1430 59

Experiment 2 Results

The same statistical approach used in the first experiment was
used here. Separate MANOVAS were carried out for the location probe,
the identity probe, the combat task, and the memory tasks. In the
case of the spatial memory task, where there was only one dependent
variable, an ANOVA was used.

Combat task. Table 9 displays the combat task performance data
for both the verbal and spatial memory subjects. The results from the
first experiment were generally replicated with one exception. As in
the previous experiment, the number of enemy objects had a reliable
effect Wilks' Lambda = 0.09, F(2,21) = 96.89, p < .0001. As enemy
number increased from one to three, envelope sensitivity declined
(F(1,22) = 94.33, MSe = 0.002, p < .0001) and avoidance failures
increased (F(1,22) = 113.31, MSe = 4.6, p < .0001). Also as in the
previous experiment, the main effect of object-identity inconsistency
was unreliable (p > .16). Unlike the previous experiment, however,
the interaction between enemy number and identity inconsistency was
reliable, Wilks" Lambda = 0.54, F(2,21) = 9.00, p < .002. This
interaction did not appear in the avoidance failure data (p > .17) but
only in envelope sensitivity, F(1,22) = 12.98, MSe = 0.0008, p < .002.
Inspection of Table 9 suggests that identity inconsistency caused
envelope sensitivity to decrease when there was one enemy object and
to increase when there were three, but neither contrast was reliable
when tested alone (p's > .10). Thus, although the interaction is

reliable, its contributing simple effects are not.
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Table 9. Combat task data from Experiment 2.

1 Enemy 3 Enemies
Envelope Avoidance Envelope Avoidance
Sensitivity Failures Sensitivity Failures

Identity Vb Sp Vb Sp Vb Sp Vb Sp

Consistent
0 Items .89 .90 4.1 4.4 .85 .85 7.4 6.0
1 Item .91 .90 4.2 3.5 .85 .87 5.4 5.5
2 Items .89 .91 4.3 3.6 .86 .85 4.5 4.7

Mean .90 .90 4.2 3.8 .85 .86 5.8 5.4

Inconsistent
0 Items .89 .90 4.0 3.1 .86 .86 6.3 5.3
1 Item .88 .90 3.7 3.0 .85 .87 6.2 5.0
2 Items .89 .90 3.4 1.9 .87 .87 5.0 4.7

Mean .89 .90 3.7 2.7 .86 .87 5.8 s.c

Ncte. Vb and Sp identify the concurrent task as Verbal or Spatial.

Whether the memory span task was verbal or spatial had no effect
on the combat task (all p's > .30). Memory load did have a marginal
effect on task performance, Wilks' Lambda = 0.76, F(4,86) = 3.09, p <
.02. Although envelope sensitivity was not affected (p > .5),
increasing memory load led to a decrease in SAM avoidance failures,
F(2,44) = 6.59, p < .004, Bonferroni p < .007. This beneficial effect
of memory load could have been due to the addition of the memory task
(a load size of 0 versus 1, the "concurrency benefit"), the increase
in load (1 versus 2, the "load effect"), or both. In order to
evaluate these possibilities, the concurrency benefit and load effect
contrasts were analyzed separately. Neither contrast appeared

reliable when tested alone (p's > .06). Thus, the significant ove !I
effect must have been due to some combination of concurrency benefit

and memory load.

Location probe. Table 10 displays the average location errors
for enemy, friendly, and neutral objects. As in Experiment 1,

increasing the number of enemy objects had a reliable effect on the
location errors, Wilks' Lambda = 0.32, F(3,20) = 14.10, p < .0001.
But unlike in the first experiment, the location errors for neutral
objects was unaffected (p > .2). The increase in enemy location error
was again dramatic, F(1,22) = 16.84, MSe = 1565.45, p < .0006.

Friendly location error was again unaffected (p > .8).
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Table 10. Location error (deg of visual angle) from Experiment 2.

1 Enemy 3 Enemies

Object Identity Object Identity
Enemy Friend Neutral Enemy Friend re'tra

Identity Vb Sp Vb Sp Vb Sp Vb Sp Vb Sp Vb Sr

Consistent
0 Items 4.3 2.9 5.6 3.9 7.0 6.4 5.4 6.3 4.4 5.4 6.6 .!
1 Item 4.1 5.4 4.9 5.9 7.7 7.9 5.5 6.4 5.3 5.1 8.9 .
2 Items 5.0 4.7 5.0 5.8 6.9 7.2 6.5 5.4 7.3 5.9 6.?

Mean 4.7 4.3 5.2 5.2 7.2 7.2 5.7 6.0 5.7 5.5 7.-.

Inconsistent
0 Items 5.0 4.6 4.8 4.5 7.1 7.6 5.2 6.0 5.8 5.1 6- .
1 Item 4.7 4.4 9.8 4.8 7.7 7.2 5.7 6.5 6.0 5.0 7.1",
2 Items 5.2 5.5 6.2 6.3 7.7 7.6 6.3 5.9 5.3 5.9 7.0 .
Mean 5.0 4.8 6.9 5.2 7.5 7.5 5.7 6.1 5.7 5.3 7. .

Again identity inconsistency did not effect location errors (p >
.4). Further, the counter-intuitive interaction with enemy number tha.
appeared in Experiment 1 was clearly unreliable here (p > .5).

Whether the memory task was verbal or spatial had no main effect
on location errors (p > .3), and neither did memory load (p > .16).
Further, memory type and load failed to interact with each other (p >
.7). However, memory type did interact with enemy object number,
Wilks" Lambda = 0.67, F(3,20) = 3.35, p < .04. This interaction was
non-significant in the location errors of both enemy and friendly
objects (both p's > .4) and was only marginally reliable in the errors
for neutral objects, F(1,22) = 3.71, MSe = 1092.09, p < .07.
Examination of Table 10 suggests that neutral object error was
unaffected by enemy object number when the memory task was verbal; but
when the memory task was spatial, increased enemy object number caused

neutral object error to increase.

No other main or interaction effects were reliable in the location
probe data (all p's > .2) with one exception. The four-way
interaction between memory type, memory load, enemy object number, and
identity iiiconsistency was reliable in the MANOVA, Wilks' Lambda =
0.72, F(6,84) = 2.49, p < .03. Examination of the three univariate
ANOVA's revealed that this interaction was unreliable in enemy object
error (p > .6) and only marginally reliable in friendly object error,
F(2,44) = 2.44, MSe = 2566.14, p < .10, and in neutral object error,
F(2,441 = 2.56, MSe = 1279.73, p < .09. Because the reliability of
these interactions is questionable, and because each interaction
involves several possible contrasts among the 24 different means,
firther analysis was not deemed worthwhile.
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Identity probe. The major effects of the first experiment on tho
identity probe were also replicated. The reaction time and accuracy
of identity probe responses are shown in Table 11. Main effects of
both enemy object number and identity inconsistency were both reliable
as was their interaction (Enemy Number: Wilks' Lambda = 0.13, F(2,21)
= 72.02, p < .0001; Identity Consistency: Wilks' Lambda 0.37,
F(2,21) = 17.52, p < .0001; Interaction: Wilks' Lambda 0.54,

F(2,21) = 9.01, p < .002). When enemy number increased, reaction time
increased (F(1,22) = 8.54, MSe = 311894.6, p < .008) and accuracy
decreased (F(1,21) = 140.89, MSe = 333.2, p < .0001). when colors
were inconsistent, reaction time was again unaffected (p > .6) but

accuracy again decreased, F(1,22) = 36.51, MSe = 604.8, p < .0001.
Again, the number by identity consistency interaction was not reliable
in the reaction time data (p > .8) but was in the accuracy data,
F(1,22) = 17.84, MSe = 327.1, p < .0003). Examination of Table 11

reveals the same pattern as before: the effect of identity
inconsistency on response accuracy was much greater when there were
three enemies rather than one. Statistical comparisons showed no
reliable decrease in accuracy when there was only one enemy (2 > .10);
the decrease was reliable when there were three enemies, F(1,22)
6.45, p < .03.

Table 11. Identity probe data from Experiment 2.

1 Enemy 3 Enemies
Reaction Percent Reaction Percent
Time (ms) Correct Time (ms) Correct

Identity Vb Sp Vb Sp Vb Sp Vb Sp

Consistent
0 Items 1365 1321 83 86 i525 1332 71 75

1 Item 1211 1281 83 81 1486 1458 74 72
2 Items 1368 1293 82 88 1443 1447 72 68
Mean 1314 1298 83 85 1485 1412 72 72

Inconsistent
0 Items 1225 1306 83 80 1537 1372 55 61

1 Item 1292 1323 79 77 1491 1443 49 55
2 Items 1448 1399 74 74 1531 1398 47 53
Mean 1322 1343 78 77 1520 1404 50 56

No other main or interaction effects were reliable (p's > .1).
Thus, neither memory type nor load had any reliable effects on the
identity probe.

Memory tasks. The data for the verbal and spatial memory tasks

are shown in Table 12. Both the verbal and spatial memory tasks were
affected by combat task intensity; Verbal: Wilks' Lambda = 0.41,
F(2,10) = 7.25, p < .02; Spatial: F(1,11) = 6.26, MSe = 379.0, p <
.03. Table 12 shows that verbal memory accuracy declined as enemy
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number increased, F(1,11) = 11.37, MSe = 697.1, p < .007, although
reaction time was unaffected, p > .5. From the table, it is apparent
that spatial memory error increased. Neither memory task was affected
by identity inconsistency; further, identity inconsistency did not
interact with any other variables in either task (all p's > .4).

Table 12. Memory task data from Experiment 2.

1 Enemy Enemies
Verbal Spatial Verbal Spatial

RT Percent Error RT Percent Error

Identity (ms) Correct (Deg) (ms) Correct (Deg)

Consistent
1 Item 1226 54 6.0 1193 44 7.0
2 Items 1889 56 7.2 1681 42 3.2

Mean 155S 55 6.6 1437 43 7.6

Inconsistent
1 Item 1167 55 6.0 1285 43 6.5
2 Items 1959 55 7.1 1913 38 8.1
Mean 1563 55 6.5 1599 41 7.3

The only other reliable effect in either task was that of memory
load Verbal: Wilks' Lambda = 0.26, F(2,10) = 13.87, p < .002;
Sp:,ial: F(1,11) = 13.15, MSe = 815.9, p < .004. Increasing memory
load from one to two stimuli caused spatial error to increase. In the
verbal task, reaction time increased, F(1,11) = 28.9, MSe = 685225.7,
p < .0002; accuracy was unaffected (p > .7).

Experiment 3 Results

Prior to the main statistical analysis, the 2 x 3 x 3 (Session by
Verbal Load by Spatial Load) data matrix was reduced to a 2 x 5
(Session by Combined Load) matrix. The five combined loads were 0, 1,

2, 3, and 4 items to be remembered. From the original three-way
matrix, there was only one condition that contributed to the 0-item
cell in the new two-way matrix, two conditions that contributed to the

1-item cell, three conditions that contributed to the 2-item cell, two
conditions that contributed to the 3-item cell, and one condition that
contributed to the 4-item cell. Therefore, in order to obtain the
same number of observations in each cell, each subject's data for each
cell were averaged across the contributing conditions.

Once the new two-way data matrix was created, the same MANOVA
strategy used in the previous experiments was used. If the MANOVA
revealed an effect on a task, then ANOVAs were applied to the
individual dependent measures. If the ANOVA identified a significant
effect of combined memory load, the effect was analyzed further using
orthogonal polynomial contrasts in order to determine the shape of the
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effect. These polynomial contrasts were computed individually for
each subject so that each contrast could be tested against its own

error term.

Combat task; location and identity probes. Tables 13, 14, and 15

display the data from the combat, location, and identity probes,
respectively. Combined memory load had no reliable effect on the
combat task (p > .1) nor on the location or identity probes (all p's >
.4). However, visual inspection of the location error data for enemy
objects suggested that error may have increased as memory load

increased from 0 to 3 items, and then decreased when load increased to
4 items. In order to determine whether this trend might be real in
spite of the insignificant global MANOVA, a Bonferroni F was used to
evaluate the univariate ANOVA test of the effect of memory load on

enemy object error. The trend was found to be unreliable (p > .18).

Table 13. Combat task data from Experiment 3.

Envelope Avoidance
Sensitivity Failures

0 Items .85 4.2
1 Item .83 5.8
2 Items .82 5.4
3 Items .82 6.9

4 Items .82 5.7

Table 14. Location error (deg of visual angle) from Experiment 3.

Object Identity
Enemy Friend Neutral

0 Items 4.9 5.9 6.6
1 Item 5.4 5.9 7.2
2 Items 5.9 6.6 6.9
3 Items 6.5 6.3 7.4
4 Items 5.1 6.6 6.8

Table 15. Identity probe data from Experiment 3.

Reaction Percent
Time (ms) Correct

0 Items 2245 52
1 Item 2661 48

2 Items 2370 48
3 Items 2461 51
4 Items 2352 51

28



Memory tasks. Data from the memory tasks are displayed in Table
16. Both the verbal and spatial memory tasks were affected by
combined memory load (verbal: Wilks' Lambda = 0.27, F(6,46) = 7.04, p

< .0001; spatial: F(3,24) = 4.48, MSe = 1678.9, p < .02). In the
verbal task, both reaction time and accuracy were affected (reaction
time: F(3,24) = 12.09, MSe ý 801343.4, p < .0001; accuracy: F(3,24)
= 4.36, MSe = 389.9, p < .02). Table 16 suggests that verbal reaction
time increased as the combined span increased from 1 to 4 items. This
conclusion is borne out by the polynomial contrasts: the linear
contrast was reliable, F(1,8) = 46.63, MSe = 118222.1, p < .0001, but
neither the quadratic nor the third degree contrasts were significant
(p's > .2). At the same time, verbal accuracy appeared to decrease
when memory load increased from 1 to 2 but was unaffected thereafter.
Thus, neither the linear nor third degree contrasts in accuracy were
significant (p > .09, p > .2, respectively), but the quadratic
contrast was reliable, F(1,8) = 6.09, MSe = 1028.6, p < .04. Finaily,
error in the spatial task also appears to have increased regularly as
memory load increased from 1 to 3 items (and was then unaffected by a
further increase to 4 items). As a result, the linear contrast was
significant, F(1,8) = 8.31, MSe = 1073.4, p < .03, but neither the
quadratic nor the third degree contrasts were reliable (p's > .3).

Table 16. Memory task data from Experiment 3.

Verbal Memory Spatial Memory
Reaction Percent Error
Time (ms) Correct (Deg of vis angle)

1 Item 1321 60 5.9
2 Items 1536 46 6.7
3 Items 1598 37 7.8
4 Items 1883 49 7.7

DISCUSSION

These experiments examined the psychometric characteristics of
both explicit and implicit measures of SA. The focus was on their
reliability, criterion validity, and construct validity. Each of
these is discussed in turn.

Reliability

None of the evaluated metrics exhibited a high degree of
reliability. The most reliable of the measures, identity probe
latency, produced a test-retest reliability coefficient of less than
.EO--which most researchers would consider to be unacceptably low
(Murphy and Davidshofer, 1991). Location probes proved even more
unreliable, yielding a reliability coefficient that was effectively
zero. These results raise at least two questions: (1) why did the SA
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metrics prove unreliable, and (2) why were location probes so much
less reliable than other measures?

In answer to the first question, Allen and Yen (1979) suggested
three possibilities that should be considered. First, some subjects
may have benefited more than others from practice across sessions.

Second, some subjects' attitudes toward the experiment may have

changed in between sessions. For example, a subject who was
cooperative during one test session may have been uncooperative in the

other. Third, some subjects may have used the period between sessions
to devise a more effective strategy for coping with task demands while
others may have become ill or obtained too little sleep. Any one of
these three possibilities is sufficient to change the rank order of

subjects on a given measure from one session to another; thus, any one
or all could account for the low test-retest correlation.

In the present experiments, test-retest correlations were taken
between sessions two and three in the hope that the major
contaminating effects would occur prior to session two. Statistical
comparison of session means showed that no systematic changes occurred
in any of the measures between sessions two and three. Nevertheless,
if some subjects improved across sessions while others grew worse, the
ran, ordering of subjects would have changed even though the global
session means remained the same. Thus, the absence of a global
session effect does not rule out the possibility of idiosyncratic
session effects for individual subjects. As a result, it seems likel'
that the obtained reliability coefficients underestimate the Actuai
reliabilities. Future research could overcome this difficulty by
using internal consistency rather than test-retest correlations to

estimate reliability. For example, subjects could perform under
several (say, twelve) replications of the same condition in a given
session, and one could then correlate average scores for even numbered
replications with those for odd numbered replications. Spearman-Brown
estimates of reliability could then be computed from the obtained
correlations (Allen and Yen, 1979).

While idiosyncratic session effects may explain the poor test-

retest reliability of the SA metrics overall, they probably cannot
account for the much poorer, near zero reliability of location probes.
At present, the reasons for location error unreliability are unknown;
nevertheless, at least two plausible hypotheses may be offered.
First, subjects may have encoded object locations more poorly than
object identities. Because objects retained their identities for much
longer periods of time than they remained at specific locations,
encoded object-location associations would be weaker and subject to
more proactive interference from previous associations than would
object identities. Consequently, a good deal more error would be
expected in responses to location rather than identity probes, thereby
producing the much lower reliabilities. Unfortunately, this account--

if correct--suggests that there may be little that can be done to
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improve location probe reliability relative to the other SA

On the other hand, subjects may have coped with the dtf
attended to exact pixel locations by adopting a different str-atc'y
altogtner. For example, subjects may have attended only to genera.
regions on the screen within which objects were located. 1f so, then
subjects may have been content simply to place objects within tne
correct region without regard to its precise location inside that
region. Then the smallest unit of error that was psychologically
meaningful may have been much larger than the units (pixels) in whc2
error was measured. In other words, subjects may have been respocn::i
to the location probes with less precision than the measuremnt
process assumed. For example, if the smallest psychologically
significant region was IS pixels square, then subjects wou1J not. hIl
distinguished among any errors smaller than 15 pixels. Deter'•'';
reliability with individual pixels as units would then produce thie
near zero reliabilities observed here even though, in terms of
psychological units, location error may in fact have been htghl'

consistent across sessions. In order to evaluate this possib-lity,
future research could seek to identify the size of the psychclogical
unit and then rescale location error in terms of this unit. An
alternative to rescaling would be to constrain subjects to only a few
discrete locations; then the subjects' task would be to choose which
location was correct.

Criterion Validity

In light of their limited reliability, the criterion validity cf
both identity and location probe measures may be better than the
obtained correlations suggest. These are discussed in turn. As
noted, envelope sensitivity was computed from kill probability
combined with false alarms (firing when no enemy was present); thus,
a meaningful assessment of criterion validity was not possible.

Not surprisingly, knowing which objects are friend, foe, and

neutral appears to be a fairly good predictor of kill probability.
Although the validity coefficients obtained for identity prone

accuracy and latency are small, they are not at all un-ci:mrtcn in
applied research (Murphy and Davidshofer, 1991). These low
coefficients are no doubt due in part to the low reliability of the
accuracy and latency measures. In order to estimate what the validity'
coefficients would have been if all the measures had been perfectly
reliable, Spearman's (1904) correction for attenuation was computed
(coefficients in the second row of Table 2 divided by the unsigned
coefficients in the first row). This correction, which almost
certainly overestimates a measure's potential criterion validity,
yielded coefficients of .21 and -. 57, respectively. Identity probe
latency thus may be both an acceptable predictor of kill probability
and a better predictor than identification accuracy. This superiority
of latency compared to accuracy is not too surprising given that
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subjects had unlimited time to respond to the identity probes.
Subjects could compensate tor weakly encoded object identities by
taking more time to retrieve the correct response. Thus, "weak"
encodings--which would lower kill probability--would be more likely tcz
influence latency than accuracy.

What may seem strange at first is the apparent independence of
kill probability from average location error. Even after correction
for attenuation, the validity coefficient was still near zero (.0S).
A likely explanation is tnat the criterion validity of average
location error is attenuated by the inclusion of location errors for

friendly and neutral objects--both of which were irrelevant to kill
probability. Enemy location error--included as a component of the
composite average--was expected to be even less reliable than average
location error, and it was (r = .06). Nevertheless, the obtained
correlation with kill probability was stronger, r = -.11. When
corrected for attenuation due to unreliability, this correlation
increased to -. 65. Thus, it appears that a more reliable measu;-e of
enemy location error could be a good predictor of kill probability.

Interestingly, the best predictor of the kill probability
criterion turned out not to be an SA metric at all, but rather a
workload metric: specifically, performance on the embedded avoidance
task. The correlation between avoidance failures and kill probability
was higher than that observed for identification latency, and reached
-. 91 when corrected for attenuation due to unreliability. As a pure..'y

practical matter, this result might suggest that mental workload
rather than situation awareness may be mor. useful in predicting at
least some performance criteria.

Construct Validity

In the present experiments, construct validity was evaluated both
between an,' within experimental conditions. Comparisons of measures

between conditions examined whether the various measures reflected the
hypothesized structure of processing resources thought to underlie SA.
Within individual conditions, the relationships among different
metrics provided additional insight into what memory probes and

envelope sensitivity might actually measure.

Between conditions. The predictions used to assess construct
validity were generated by the hypotheses that (1) SA in the combat
task consisted of object locations and object identities, and (2)
object locations would be maintained in a spatial memory while
identities would be maintained in a verbal memory. Following Wickens
(1984) multiple resource hypothesis which holds that spatial processes
do not interfere witH verbal processes, it was expected that
increasing the difficulty of maintaining object identities would not
affect location error--only the identity probe measures would be

influenced. This prediction was confirmed in both Experiments 1 and 2
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where identity inconsistency was detrimental to identity probe
performance (responses became both slower and less accurate) but had
no effect on location error. In addition, increasing the intensity of

the combat task was predicted to overtax the resources available to
the component processes underlying both location and identity
awareness. Again, this prediction was confirmed in both experiments .
and 2 where (a) enemy location error increased unaer greater combat
intensity and (b) the detrimental effect of identity inconsistency on
identity probe performance was exacerbated.

While the insensitivity of location error to identity
inconsistency supports the separate resources hypothesis, an
alternative explanation is that the apparent insensitivity was due to
the unreliability of location error. Perhaps a more reliable measure
of spatial awareness would have revealed an effect of identity
inconsistency. Although this possibility cannot be ruled out by the
present experiments, the avoidance failure data indicate that the
separate resources hypothesis still may be correct. Specifically,
avoidance failures became more likely when enemy number increased, but
were unaffected by identity inconsistency. Given separate spatial and
verbal resources, this result is expected if identity processing draws
upon verbal resources while the avoidance task demands spatial
resources. Less clear are the implications of the envelope
sensitivity data. Logically, envelope sensitivity should have been
influenced by both enemy number and identity inconsistency, showing
the same interaction found in identity probe accuracy data; yet
sensitivity was affected only by enemy number and not by identity
inconsistency.

If location and identity awareness draw upon separate processing
resources, these resources may not be characterized simply as spatial
versus verbal. In Experiments 2 and 3, neither spatial nor verbal
memory load had any apparent effect on the location or identity probe
measures. Further, Experiment 3 raises doubts that spatial and verbal
resources are really even separate because spatial and verbal spans
clearly combined to overload working memory, a result that should be
impossible if spatial and verbal resources are separate. This is not
to say that separate resources do not exist, only that separate
spatial and verbal resources appear unlikely. Separate resources of
some as yet unknown characterization could still account for the
insensitivity of location error to identity inconsistency. On the
other hand, perhaps a non-resource explanation for the present resujlts

might be appropriate, such as Navon's outcome conflict theory (Navon,
1984, 1985, 1990; Navon and Miller, 1987; see also Fracker and
Wickens, 1989; Hirst and Kalmar, 1987).

Within conditions. The picture presented within experimental
conditions is not any clearer. The expected pattern of correlations
between the SA metrics and avoidance failures did not occur. Because
avoidance failures were thought to reflect overloaded spatial
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resources, a high correlation with location error was expected while
correlations with the identity probe measures should have been low.
This pattern was not found: identity probe latency showed a stronger
correlation with avoidance failure than did location error. When
corrected for attenuation due to unreliability, location error and
identity probe latency were equally well correlated with avoidance
failure (corrected r's were about .5). Interestingly, envelope
sensitivity was the SA measure most strongly correlated with avoidance
failure--perhaps because both measures were collected during the
combat task rather than during different phases of the experiment
(i.e., combat task versus the probe freezes). Contrary to the
hypothesis originally motivating the present research, these
correlations suggest that a common processing resource may have
contributed to performance on all of the SA measures.

Perhaps a common resource also explains the pattern of
correlations expected among the SA metrics themselves. Identity probe
accuracy was predictably correlated with latency but also with

location error. At the same time, latency was correlated with
envelope sensitivity. Thus, location probes, identity probes, and
envelope sensitivity may all reflect some common process in addition
(perhaps) to something unique to each metric. Whether this common
process should be characterized as mental workload or as something

else remains for future research to clarify.

Conclusions

Evidently, there is still much work to be done in order to
develop SA metric3 that are both reliable and valid. Changes in how
the measures are implemented may improve reliability and should be
pursued. Indeed, a final assessment of validity cannot be achieved
until the measures have been made--or shown--to be reliable. In terms
of criterion validity, tne present data suggest that SA metrics may be
less useful than measures of workload, a sobering if not altogether
surprising result. In terms of construct validity, the present data
may be taken as evidence against either the validity of the measures
or the usefulness of current multiple resource conceptions. Deciding

between these two possibilities will have to await future research.

Finally, while the specific measures evaluated in this study
may sample components of situation awareness, they probably do not

exhaust the construct (Fracker, 1988; Sarter and Woods, 1991). New
measures may well still be needed in order to capture other aspects of
operator SA, especially the operator's comprehension of the "big
picture," or how the elements of a situation f ' together and form a
comprehensive whole. One suspects that developing such global
measures will not be easy, and that establishing their reliability
and validity will be a major challenge.
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